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How do people’s emotions influence what they

say when interacting with others? How are

people’s traits associated with their daily habits

and health behaviors? How does a person’s

standing in a social hierarchy affect whether

they help someone in need? At the heart of

these questions – and many others – is the

perennial quest to understand human behavior.

Although the field of psychology largely

focused on mental processes in the second

half of the twentieth century (see Banaji,

Chapter 1 in this volume), the drive to under-

stand behavior has re-emerged in recent years,

given the direct relevance of behaviors to

everyday life and their clear implications for

personal and societal well-being (Back et al.,

2009; Baumeister et al., 2007; Furr, 2009;

Hansen et al., 2022). In order for behavior to

be studied, though, it must be measured well. In

this chapter, we describe how to tackle the

complex task of measuring behavior so that it

can be scientifically examined. We introduce

readers to opportunities, pitfalls, and best prac-

tices so that they can approach their questions

about behavior with confidence and enthusiasm.

16.1 Chapter Overview

The goal of this chapter is to provide a practical

overview of the most important steps of beha-

vioral observation and coding, with a focus on

how these processes are typically executed within

social and personality psychology. We distin-

guish behavioral observation and coding from

other methods of measuring behavior (such as

automated coding done by computer programs).

The chapter has several sections:

• Definitions, strengths, and challenges. We

explain what we mean by behavioral observa-

tion and coding, and we outline strengths and

challenges of this method.

• Guiding principles. We describe two guiding

principles that apply throughout the process of

observation and coding.

• Aspects of observation and coding.We highlight

several aspects of observation and coding, many

of which vary along a continuum, for researchers

to consider (e.g., how much control do research-

ers want over the environment in which the

behavior occurs? Are researchers interested in

documenting whether a behavior is present or

not or the strength with which it is displayed?).

• Practical questions. We discuss several practi-

cal questions regarding coding (e.g., how many

coders are needed? How many items should

each coder code?).

• Analysis of behavioral data. We describe the

analysis of behavioral data – from establishing

inter-rater agreement to running models with

the coded behaviors as outcomes of interest.

• Other topics and issues. We discuss concerns

related to automated processing of videos and

text and topics related to the open-science

movement (preregistration, transparency, and

open data).

Of course, we cannot cover everything related

to behavioral coding in one chapter. We aim to

provide an overview and to focus on many of the

“unspoken” or “unwritten” details that readers
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may be unlikely to find elsewhere. Throughout the
chapter, we also point readers to more in-depth

resources that are specifically dedicated to certain

aspects of behavioral coding.We also include refer-

ences to recently published studies that utilize beha-

vioral coding, and we encourage readers to consult

these papers to get a better sense of the range of

behavioral coding that can be done and to see how

behavioral coding is used to answer questions of

interest to social and personality psychologists.

Finally, there is nothing quite as useful as talking

to other researchers who have successfully com-

pleted coding projects that are similar to your own,

in terms of either the setting, the behaviors, the

paradigms, or other features. We encourage

researchers to seek help and get advice from more

seasoned researchers whenever possible.

16.2 What Is Behavioral
Observation?

We refer to “behavioral observation” as the pro-

cess that occurs when a researcher sees or hears the

actions of a person ormultiple persons. (Of course,

the behaviors of any organism can be observed,

but in social and personality psychology, research-

ers are almost always focused on people.)We refer

to “behavioral coding” as the process that occurs

when other people systematically document those

actions in quantitative form. We refer to this as

“manual” coding, which stands in contrast to

“automated” coding, which uses tools from com-

puter science (e.g., NLP or natural-language pro-

cessing) – rather than people – to quantify

behaviors (Schmid Mast et al., 2015; see Ireland

& Pennebaker, Chapter 14 in this volume;

Schoedel & Mehl, Chapter 13 in this volume, for

examples of this latter approach). Throughout the

chapter, readers should assume that we are refer-

ring to manual coding that is done via visual or

auditory observation, unless otherwise noted.

In addition, in this chapter, we focus on obser-

vation of direct behaviors and actions of a person,

rather than the products or outcomes of a person’s

behaviors. For example, imagine studying how

people interact with a new acquaintance. Two peo-

ple talk to each other in the lab and complete

a problem-solving task, and one person is given

ten dollars to allocate between them. Direct obser-

vations of people include how much time they

spend talking, how many questions they ask each

other, and how friendly and anxious they appear

(e.g., Bergsieker et al., 2010; Dumitru et al., 2022).

Products or outcomes of people’s behaviors include

how many problems they solve correctly and how

much money one person shares with another (Park

et al., 2022; West et al., 2014). Because of the

greater challenges and options inherent in direct

observation of people, this chapter focuses on this

aspect of behavioral observation. For people inter-

ested in measuring outcomes or products of beha-

vior, we recommend consulting the relevant

literature – for example, studies that use that parti-

cular measurement or paradigm – for best practices.

16.2.1 Strengths

Many theories and questions in social and person-

ality psychology are directly concerned with peo-

ple’s behavior. How people behave with others,

how behavior can be predicted by people’s traits

or life experiences, and how behaviors are tied to

subjective experiences are perennial questions of

interest to social and personality psychologists.

Therefore, when researchers have questions

about behavior, the primary strength of beha-

vioral observation and coding is that it explicitly

measures the variables which are of interest to

researchers. Although prospective and retrospec-

tive self-reports about behavior can be informa-

tive, they are subject to numerous biases and, as

such, do not show a one-to-one correspondence

with real behavior (Gosling et al., 1998). Other

methods, such as those used in neuroscience and

psychophysiology, can also be informative, pro-

viding insight into whether people will behave in

a particular way in the future or how they feel

about particular behaviors or experiences, but
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they are, of course, not measures of observable

behavior. Simply put: if a researcher’s question is

about behavior, then there really is no replacement

for directly observing and measuring that behavior.

Another strength of behavioral observation is

the relatively low level of interference required

by researchers. Behavior can often be observed

or recorded as it unfolds naturally “in real time,”

without researchers needing to interrupt the activ-

ities or tasks with which people are engaged. Thus

the presence of the researcher can be minimized,

reducing social desirability biases and experimen-

ter effects. This can be particularly useful when

researchers are studying social interactions and do

not want to interrupt or intrude upon an ongoing

dynamic between multiple people. Another

strength is that behavior can be assessed with

a high degree of temporal frequency; very often,

researchers assess behaviors continuously

throughout a study or, at least, at multiple time-

points. This method allows researchers to examine

changes over time in how behavior unfolds and/or

to obtain more stable estimates of typical behavior,

by averaging across many observations. Lastly,

because the initial recording of behaviors can

often be done simply with a handheld video cam-

era, behavioral data can be recorded in a wide

range of settings, including those outside the lab.

16.2.2 Challenges

We see three primary challenges associated with

behavioral observation and coding. First, behavioral

coding is not immune to measurement difficulties.
Although coding behavior may seem more “objec-

tive” than other measurements, like self-report,

there are still many considerations researchers

have to address to obtain reliable (e.g., would the

same people judge this behavior in the same way?)

and valid (e.g., is this a “real” or “true” measure-

ment of this behavior?)measurements. For instance,

imagine counting the number of times one person

asks a question of another person (Thorson et al.,

2019). At the outset, this seems simple. But what

happens if the question gets interrupted? What hap-

pens if a question is framed as a statement, but with

the intonation of asking a question (“That’s right?”).

Now take the more complicated case of a variable

such as behavioral anxiety (West et al., 2017).What

behaviors will you tell your coders to look for as

indicators of behavioral anxiety? Will all coders be

able to recognize these behaviors similarly? Are

these behaviors “true” indicators of anxiety – will

they correlate with subjective experiences of anxi-

ety, for example? And might the behaviors that

signal anxiety also signal other emotional experi-

ences? In sum, just as with other methods, research-

ers using behavioral observation and coding have to

address multiple challenges in order to obtain reli-

able and valid measurements.

Second, behavioral observation and coding are

labor-intensive. Multiple research assistants must

be hired, trained, and supervised throughout the

coding process in order to ensure the reliability

and generalizability of results. Therefore at least

one person on the research team must have good

project and people management skills, and the

team must be able to fund or otherwise support

(e.g., via course credit) several research assis-

tants. With longer-term projects – for example,

those which last for several years – significant
changeover in the team of research assistants can

add an extra layer of effort as new coders need to

be continually added and trained.

Third, behavioral coding is time-intensive. Many

trials are often needed to establish an effective cod-

ing schemewith high levels of inter-rater reliability,
which is agreement between coders in their judg-

ments of behaviors. Further, participants often need

to be observed individually, and each personmust be

observed by multiple coders. The process of docu-

menting codes can be slow, depending on the num-

ber of details required, and coders must take mental

breaks from coding,meaning that they cannot spend

a few weeks at the end of the semester “binge-

coding” the data collected that semester.

Given these challenges, you may be hesitant to

embark on a behavioral coding project. This is
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a reasonable concern, and you are not alone!

However, in this chapter, we provide you with

tools and guidelines that can streamline your pro-

cess and help make this method easier, faster, and

pain-free.We hope, at the end, that you’ll feel that

the benefits of this method are worth the time and

effort involved.

16.3 Two Guiding Principles

Throughout this chapter, we emphasize two guid-

ing principles for planning and implementing

a research project with behavioral observation.

1 Lead with your conceptual question. It can be

easy to get lost in the practical details of a large

behavioral coding project and forget the theore-

tical questions you were interested in to begin

with. Particularly for graduate students and

early-career researchers who must be produc-

tive on a tight timeline, sometimes the feasibil-

ity of behavioral coding can seem

overwhelming. As much as you can, try to

start with a clearly outlined question or hypoth-

esis that you want to test. Try not to build your

research question around behaviors that are easy

to record or collect – just because answering

a question is feasible does not mean it is inter-

esting or important. On the flip side, do not

conduct a project just because it involves rigor-

ous, thorough documentation of behavior. This

approach will not necessarily yield answers to

interesting or important questions. For instance,

documenting a person’s behaviors throughout

an entire workday is probably not that interest-

ing if the person is sitting at a computer writing

a paper the whole time. As you think through

the considerations outlined in this chapter, it is

useful to keep returning to your conceptual

question to guide your decision-making.

2 Behavioral observation and coding are itera-

tive processes. You can and should adjust your
conceptual questions, as well as your observa-

tion and coding processes, as you move

through your research project. You should

expect that you will make starts and stops

within various stages of your project, as you

refine and revise your procedures. For exam-

ple, imagine that you are interested in bias

toward racially minoritized people during con-

versations. You set out to code White people’s

use of overtly racist language during cross-race

conversations. But then you observe a few con-

versations and find that use of such language is
actually rare. In this case, perhaps you shift

your coding to focus more on subtle expres-

sions of bias, like appearing tense, uncomfor-

table, or avoiding eye contact (Dovidio et al.,

1997). Of course, it is useful to do extensive

piloting and pretesting before committing to

specific data collection and coding procedures,

but these are not the only times when revision is

useful. For example, you may also find that you
revise your overall coding plan after collecting

your data and after your first “coding pass” of

these data. For example, perhaps you initially

intended on one coding pass to assess five vari-
ables, but after coding the whole data set, you

decide to do a second coding pass as well –

maybe to clarify the data obtained so far or to

answer an extension of your original conceptual

question. In sum, there are several key points in

your observation and coding processes when it

is useful to pause and consider whether any

aspect needs revision or extension, and we will

highlight these throughout the chapter.

16.4 Aspects to Consider When
Observing and Coding
Behavior

Belowwe highlight common aspects of observation

and assessment of behavior, many of which vary

along a continuum. Understanding these aspects, as

well as the kinds of behavioral observation that

exist, can help you clarify your research question

and select an optimal method for examining it.
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16.4.1 Live versus Recorded

Both observation and coding can occur “live” –with

researchers watching and recording behaviors in

real time, as they occur – or they can occur later,

with researchers observing and making judgments

from some documentation of those live actions,

usually via videotape, audio recording, or poten-

tially a text transcript. Recordings afford flexibility:
they can be observed at any time and by anyone on

the lab team, at the same time or separately.

Recordings can be viewed repeatedly to optimize

accuracy. If there are questions about how

a behavior should be coded, multiple members of

a team may view the same trial and discuss how to

treat that behavior in upcoming, future trials. If

codes require temporal precision, recordings can

be slowed down (e.g., to capture particular facial

expressions or to code behaviors that are occur

quickly, such as fidgeting). Recordings can also be
used for secondary data analysis, with new research

questions and a new research team. Researchers do

not even need to be present when recordings are

collected: automatic recording devices, as well as

devices that are activated by participants and auto-

matically sent to researchers (e.g., webcam data

from online studies) can be used. Lastly, advances

over the past few decades have also made previous

logistical concerns about recording largely obso-

lete: it is now possible to easily transport recording

equipment, record participants unobtrusively, and

securely store large amounts of data.

In our view, themain reason not to use recordings

regards participant consent. (Modern video cameras

are so small and unobtrusive that you need not

worry about whether you can actually record beha-

viors in certain contexts; in almost all cases we can

think of you will be able to find some recording

solution.) Sometimes, you may find it possible to

obtain consent for observation but not for recording.

This is particularly true for vulnerable populations

(e.g., children) or within sensitive contexts (e.g.,

doctor–patient interactions) and can also occur if

recordings capture additional information that

participants do not want documented (e.g., home

recordings from webcams may include information

about people’s living spaces that they would rather

keep private). Lastly, you may choose not to record

participants’ behavior because the recordings may

require consent but the observations do not – for

example, a field experiment where you observe

people’s behaviors in publicmay not require obtain-

ing consent from each participant (see Crandall,

Giner-Sorolla,&Biernat, Chapter 2 in this volume).

Guidelines vary across institutions, but, often, if you

are observing behavior in a public space which is

not expected to be private (e.g., holding the door

open for others when going in and out of a coffee

shop, and you are not capturing information that

could be harmful to participants, you will not need

to obtain consent from participants to be in the

study. In these situations, it may make sense not to

record participants’ behavior as that would require

obtaining consent for the study, which you do not

otherwise need.

16.4.2 Researcher Control over
the Setting

Behavioral observation occurs in a variety of

environments, ranging from those that are tightly

controlled by the researcher to completely natur-

alistic contexts. Indeed, one of the benefits of

studying behavior is that researchers can choose

to exert more or less control over the setting,

depending on their interest. This is in contrast to

other methods, for example, which occur over

such long periods of time (e.g., daily diary studies)

or are so reliant on large, expensive equipment

(e.g., fMRI research) that they can only be done

in “real life” or lab environments respectively.

16.4.2.1 Naturalistic Observation
With naturalistic observation, researchers observe

what occurs as naturally as possible, attempting to

exert no influence over participants or the setting.
This approach is used “in the field,” in the real

environments where people live their lives. Thus
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the primary benefits are ecological validity and

relevance (Maner, 2016; Paluck & Cialdini,

2014). Researchers need not argue or consider

whether their results would apply to or have prac-

tical value for what occurs in the “real world” for

“real people” (i.e., not just college students) as

they are actually observing these processes.

Because this method requires that researchers

observe people’s behavior and wait for the beha-

viors of interest to occur, this approach can be

quite time-consuming. For example, imagine you

study workplace conversations at a company

where employees work by themselves for 90 per-

cent of the day. You would need to wait until the

conversations naturally occurred on their own.

Modern approaches can sometimes circumvent

this problem with technology that automatically

records people’s behaviors – such as their lan-

guage, location, and sleeping habits (Harari et al.,

2016; Mehl, 2017; see Schoedel & Mehl,

Chapter 13 in this volume). For example, to

understand whether sleep contributes to relation-

ship satisfaction in parents of young children,

researchers measured sleeping behavior in par-

ents by asking the parents to wear actigraphs on

their wrists on a nightly basis (Härdelin et al.,

2021). To understand how people’s behaviors

changed because of the COVID-19 pandemic,

researchers used smartphone sensing apps to

document changes in college students’ beha-

viors – like their amount of physical activity and

the number of physical locations they visited – in

the weeks before and after the pandemic outbreak

(Huckins et al., 2020). In both of these examples,

behaviors are measured in their natural contexts –

that is, the location in which those behaviors

typically occur. One downside is that these meth-

ods can produce a substantial amount of data

(e.g., many minutes of sleep per night per person)

and so researchers may choose to code only ran-

dom or specific segments of all recordings, or

might aggregate information over time (e.g.,

examining total sleep time per night).

16.4.2.2 Quasi-naturalistic Observations
With quasi-naturalistic observation, researchers

attempt to preserve ecological validitywhile placing

some constraints that improve the quality and effi-
ciency of data collection. When examining family

interactions, for example, researchersmight observe

what goes on in the home for a two-hour period,

while specifying that no one should use a device

(television, phone, iPad, and so on) or leave the

home during that time (Patterson, 1982). These

instructions involve minimal researcher interven-

tion, but they increase the amount of time when

family members actually interact with each other,

meaning that researchers are able to collect more

data on family interactions than if they provided no

instructions for family members at all. In addition,

with quasi-naturalistic observation, researchers

might not provide instructions to participants about

how to behave but might instead constrain aspects

of the setting. For instance, when studying pre-

schoolers’ math interest, researchers invited chil-

dren to play with an educational math toy and then

walked away, allowing children to engage with the

toy or not. The researchers then documented the

amount of time children played with the toy and

coded their engagement, eagerness, and positive

affect while doing so (Fisher et al., 2012). By con-

straining the situation – in otherwords, by providing

a specific math toy to children – researchers were

able to collect more data on behavioral math interest

than if they had provided many different toys (some

math-related, some not) or no toys at all.

16.4.2.3 Analog Observation
With analog observation, researchers use more

control to construct situations of the kind in which

the behaviors of interest occur. These are typically

done in the lab and are generally designed so that

researchers can efficiently elicit the behaviors in

which they are interested. Within social and per-

sonality psychology, analog observations are often

used when studying relationship dynamics. When

studying couple conflict, researchers might ask
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couples to identify topics on which they disagree,

and then ask them to discuss one of those issues for

a specified amount of time (e.g., Gordon & Chen,

2016; Heyman et al., 2022; Kiecolt-Glaser et al.,

1993; Williamson et al., 2013; Winczewski et al.,

2016). Social support and friendship formation are

also commonly studied through analog observation

(Thorson et al., 2021; Zee & Bolger, 2022).

16.4.2.4 Experimental Manipulation
Researchers can exert more control by experimen-

tally manipulating factors to examine how they

influence the behaviors of interest. These designs
are useful in that they allow researchers to hold all

aspects of the environment constant and vary just

the ones in which they are interested (see Smith,

Chapter 7 of this volume). Experimental manipu-

lations can occur in field or lab settings. In studies
of interpersonal behavior, researchers may even

control the interaction partner – meaning that

researchers study social behavior by observing

a participant interact with a research “confeder-

ate” – someone who is part of the research team

but is pretending to be another participant. By

doing this, the research team can hold visible char-

acteristics (e.g., race or gender; Karremans &

Verwijmeren, 2008; Mendes & Koslov, 2013) or

behaviors (e.g., expression of positive versus neu-

tral emotion or making supportive versus critical

statements; Nils & Rimé, 2012; Yilmaz, 2016) of

the interaction partner (the confederate) constant

or they can systematically vary those characteris-

tics or behaviors and observe their influence on

participants. Some work has even used virtual-

reality environments, where people interact with

“virtual confederates,” as a way to better under-

stand social behavior (e.g., Rapuano et al., 2021).

A drawback of experiments within controlled

laboratory environments is limited ecological

validity. Researchers may create an environment

that people are unlikely to encounter in real life

(e.g., a room full of smoke), and so the degree to

which a manipulated factor predicts a specific
behavior in real life may be weak (because people

rarely encounter smoky rooms). However, the goal

here is to create situations that mirror real-life

situations: for instance, the world might not be

full of smoky rooms, but it is full of emergencies.

With confederate studies, typically only

a handful of confederates are used, and so there

is a danger that the interpersonal behaviors eli-

cited by interacting with these few people will not

extend to interacting with others more generally.

In addition, confederates may not behave consis-

tently across interaction partners. Their subtle

nonverbal behaviors, for example, might vary

depending on the behaviors of the participant,

which is a threat to the internal validity of the

study. To investigate this possibility, researchers

can use analytic approaches to understand

whether some confederates elicited certain beha-

viors more than others and adjust for this similar-

ity in their analyses (see Kenny et al., 2001; and

Thorson et al., 2020, who demonstrate how to

treat an experimenter or confederate as

a random effect in a multilevel model). Another

common way of dealing with ecological-validity

concerns in confederate studies is to demonstrate

behavior within a confederate study and then

show that these same effects also occur in inter-

actions with real participants (e.g., Gaither et al.,

2018; Sandstrom & Boothby, 2021).

16.4.3 Observability of the Behavior

Behaviors and psychological constructs observed

from behaviors (e.g., assertiveness, negativity,

agreeableness, and so on) vary in their observa-

bility, which is important from both practical and

conceptual perspectives (Brunswik, 1955; Carter

et al., 2018; Funder, 1995). In general, more overt

behaviors will be easier to code and to achieve

reliable estimates for. However, research ques-

tions may not be about highly observable beha-

viors. To return to a prior example, if you are

studying cross-race interactions, you may not be

interested in overt expressions of bias, like racist

language or slurs; instead, you may be interested
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in subtle expressions of bias, like appearing tense,

uncomfortable, or avoiding eye contact (Dovidio

et al., 1997). If you are unsure about the observa-

bility of a variable, (1) seek advice from other

researchers in your area and (2) run pilot partici-

pants to see whether the behavior occurs fre-

quently enough and whether you and your

coding team can reliably code it. Beware, as

well, that observability is often context-

dependent. For example, you might find that the

agreeableness of students is easier to judge when

observing them during lunch with friends than

during a lecture.

16.4.4 Topographical versus
Dimensional

Behaviors can be judged by their presence or

absence (with a topographical code) or along

a particular dimension (with a dimensional code).
The choice of code type should depend on the

research question, which should, at least in part,

depend on observations of your population of inter-

est in the setting of interest. On more than one

occasion we have thought a behavior should be

coded dimensionally or topographically, and con-

versations with our research assistants and our own

observations have convinced us otherwise.

In general, topographical codes are useful when

there is a clear, meaningful distinction between the

presence and absence of a behavior: for example,

before a negotiation, did two people shake hands

with each other or not (Schroeder et al., 2019)?

Topographical codes are also useful for questions

inwhich the intensity of a behaviormatters less than

whether it occurred at all. For example, you might

not care how long two people shook hands for as

long as youknowwhether they shookhands at all. In

addition, topographical codes are useful when more

fine-grained assessments of behavior are difficult.
For instance, it might be challenging to evaluate

hand-shaking along relevant qualities (e.g., warmth,

authenticity, dominance), making a topographical

code more appropriate than a dimensional one.

Dimensional codes are useful when behaviors

vary in their level of intensity and when it is

possible for coders to reliably and validly capture

distinctions in intensity. For instance, during

a conflict conversation between two romantic

partners, all people will likely show some nega-

tive affect, and the variability in this negative

affect can probably be captured on a scale of 1

to 7 (with clear meanings at each scale point).

Dimensional codes are quite common in social

and personality psychology and some popular

items include negative and positive affect, friend-

liness, warmth, dominance, anxiety, body pos-

ture, agreeableness, and extraversion (e.g.,

Gordon & Chen, 2016; Hughes et al., 2021;

Witkower et al., 2020). With dimensional codes,

it is important that coders can identify examples

at every level of the scale. If it is consistently

difficult for a team to differentiate between parti-

cular levels, then reducing the number of points

on the scale is likely a good idea.

With both code types, variability in measure-

ments is important. Low variability can impair

inter-rater reliability estimates (Hallgren, 2012).

In addition, observing associations between vari-

ables with little variability is challenging. For

topographical codes, if almost no one shows the

behavior or almost everyone shows the behavior,

then the code is not valuable. To improve varia-

bility, sometimes people assess the presence or

absence of a behavior numerous times. For exam-

ple, in a group decision-making context, youmight

evaluate whether or not a person participated by

assessing their participation (yes or no) in each

thirty-second interval of the discussion. More

variability will exist in the sum of these codes

than in one overall code. For dimensional codes,

ideally, the average intensity in your sample would

be the midpoint on your scale so that coders can

capture sufficient deviation around that midpoint.

If this is difficult, consider changing the anchoring
points of your scale. A normal distribution around

the midpoint, with all values of the scale used but

at different frequencies, is also helpful.
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Lastly, sometimes, a combination of topogra-

phical and dimensional codes is used to document

multiple aspects of the situation or the same

behavioral construct in multiple ways. For exam-

ple, you could code whether a person spoke dur-

ing a thirty-second interval (using a topographical

code) and then code the positivity of what was

spoken (e.g., not at all positive to extremely posi-

tive; using a dimensional code).

16.4.5 Macro versus Micro

Behavioral codes occur at different frequencies and

in reference to different lengths of time. Macro

coding systems (also known as molar or global)

involve global or overall codes that are made over

longer lengths of time. For example, when examin-

ing behavioral affiliation, coders might make one

summary rating of how friendly a person appeared

during a conversation (e.g., Moskowitz, 1988;

Myaskovsky et al., 2005; Traupman et al., 2011).

Micro coding systems (also known as molecular)

involve more frequent coding, and the behaviors

are often more specific and fine-grained than those
examined in macro approaches. When examining

friendliness, for example, a micro approach might

ask coders to indicate every time a person smiles,

laughs, or agrees with their conversation partner

(e.g., Latu & Schmid Mast, 2016). Micro

approaches might also ask coders to indicate

whether or not any of these behaviors occurred

within each five-second interval. Often, several

micro codes are combined into one higher-level

behavioral class for analysis. For example,

researchers combined codes indicating the presence

of fussing vocalizations, crying vocalizations, and

gaze aversion away from a parent to create an over-

all code of “infant negative engagement” during

parent–infant interactions (Feldman et al., 2011).

Macro systems can be topographical or dimen-

sional; micro systems are usually topographical.

Macro approaches are almost always faster –

both in the training of coders and in the time to

code. Sometimes, they can be easier for coders to

grasp because they rely on overarching con-

structs – which we are used to judging in every-

day life – and not on fine-grained behaviors – to

which we are less used to paying close attention.

That being said, sometimes macro approaches

(especially if they are dimensional) involve

a great deal of subjectivity, which can make it

difficult to achieve agreement among coders. If

every coder judges friendliness a little differ-

ently, for example, then the same behaviors in

one person will lead to different summaries of

friendliness across your coders. In this situation,

you might decide to use a micro coding system,

if your coding team can more easily agree on the

micro behaviors that you think are components

of friendliness. If your particular coding team

has an easier time reaching inter-rater agree-

ment, then your measurements may also have

greater generalizability and predictive validity

as well.

As with topographical and dimensional codes,

elements of macro and micro systems can be

used together. For example, you may choose to

code some behaviors at the micro level, while

also making more general ratings of a person’s

behavior throughout an entire task or activity.

We used such an approach in a study investigat-

ing behavioral engagement within tutor–student

dyads (Dumitru et al., 2022). Our coders docu-

mented each time students and tutors asked

questions of one another (a micro rating), as

well as providing overall ratings of the students’

and tutors’ levels of engagement (a macro rat-

ing). You may also choose to make macro rat-

ings, but at higher frequencies; for example,

perhaps your coders judge friendliness every

thirty seconds of an interaction, rather than

once at the end of it. If you believe that the

behaviors you’re assessing vary over time,

such an approach helps capture that variability.

Be careful, though: if a behavior does not actu-

ally vary over time (or is relatively rare), then

this kind of coding can burn out your coders

without providing additional value.
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16.5 Basic Questions and Guidelines

We next describe several key questions that typi-

cally arise when people manually code behaviors

using live observation or audiovisual recordings.

None of these questions have one right answer, so

we describe common considerations to help

researchers make appropriate decisions for their

particular study and research question. A common

theme is the importance of thinking through these

questions while designing and piloting a study.

Small changes to a study’s design or the way in

which data are collected can (1) yield more reliable

and valid information and/or (2)make coding easier

and more streamlined, saving time and effort.

16.5.1 How Should Behavior Be
Recorded?

Assuming you want or need to record behavior,

how should you do it? In general, we suggest

fully testing out a recording system and coding

scheme before officially collecting data. If record-

ings do not adequately capture the behaviors you

want to observe or if you cannot code the behaviors

you want to code from your recordings, then your

recordings are ultimately useless. Once, we col-

lected an entire group interaction study without

realizing that the audio and visual recordings were

not aligned in our system. It was not until we started

coding the data that we realized the trouble wewere

in. Take recordings of pilot participants and have

your team code before you launch your study.

Other tips for recording:

1 Multiple camera angles can be helpful for captur-

ing complex behaviors or multiple participants. It

is easier to align multiple recordings while you

are collecting the data (e.g., by hooking up all the

cameras to the same recording station) than it is

to align them with software post-collection.

2 Do not assume that keeping your cameras in the

same position across all participants and ses-

sions will work. For instance, we often adjust

camera position and angle based on participant

height or where people sit relative to each other.

3 Make sure that video recordings are of high

enough quality to show the behaviors you want

to code. Factors such as the zoom, the camera

angle, the light in the room, and the resolution

on your camera and recording software can

affect the quality of video.

4 Many commercially available video cameras do

not record audio well. Consider adding record-

ing devices specifically for audio, if speech or

other linguistic information is important.

5 If you are conducting a study with multiple tasks

or segments, use visual cues to mark the begin-

ning and end of tasks. For example, turn the lights

off for a couple of seconds or flash a piece of

coloredpaper in front of the camera.Thismakes it

easier for coders to scan through videos quickly

and find the start/stop times for different

segments.

6 If participants are sitting, carefully consider

your chairs. Stationary chairs with arm rests

are better than ones in which participants can

swivel or rock back and forth (unless you speci-

fically care about these behaviors). Allowing

participants to engage in these movements can

affect your study in practical ways – for exam-

ple, by obtaining recordings that capture the side

of a person’s face rather than the front – and

theoretical ones – for example, by allowing

some participants to sit closer to each other

than others.

16.5.2 How Much of My Observation
Time or Recordings Should Be Coded?

People are often interested in how much of their

observation time or recordings they should code.

For example, if a researcher sits in a classroom and

observes a teacher for one hour, should all of the

teacher’s behavior during that hour be coded? Or

should the researcher code behavior only during

specific or random segments of time? In more
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structured situations, with shorter tasks, or with

macro or dimensional codes, it is common to code

all observation time (e.g., a five-minute conflict
conversation between two romantic partners).

With longer tasks, researchers often select shorter

intervals to code under the assumption that those

segments are representative of longer periods of

time. This “thin-slicing” approach can drastically

reduce the amount of time and effort involved in

a project. Thankfully, researchers have empirically

examined the extent towhich judgmentsmade from

slices of different lengths and for different behaviors

are accurate, representative, and valid predictors of

other outcomes (Murphy et al., 2015;Murphy et al.,

2019;Murphy&Hall, 2021;Wang et al., 2021), and

we recommend consulting this literature when

deciding whether to use this approach. Some key

considerations include the observability, consis-

tency, and frequency of the behavior of interest. If

you choose a thin-slice approach, make sure the

behaviors aren’t rare (e.g., interruptions occur on

average three times during a thirty-minute

interaction).

16.5.3 Should All Codes Be Done
Simultaneously or Individually?

Almost always, researchers are coding multiple

aspects of behavior. Thus, when behavior is

recorded, researchers have the option to complete

all codes at once or do them individually. In other

words, they could do one “coding pass” ormultiple

coding passes. Coding passes represent separate

instances of processing a recording for particular

codes. Imagine that you video-record five team

members as they work on several different tasks.

On the first coding pass, you watch the recording

and indicate the start and stop times for each task.

On the second coding pass, you mark every time

a group member asks a question. Within this cod-

ing pass, you also indicate which person was ask-

ing the question. On the third coding pass, you

judge the overall emotional tenor (positive, nega-

tive, neutral) of the group every five seconds.

When you structure coding passes, the goal is

to get as much information from coders as you

can with as little effort as possible. You do not

want coders’ attention spread across too many

codes in one coding pass because this can make

it difficult to observe any of them reliably or

validly. This is not to say that coding passes

should only have one code, though. Sometimes,

when you code one behavior, you can easily code

additional information at the same time. In the

prior example, in order to code whether

a question was asked, the coder will also know

who asked the question, and thus indicating who

the question was asked by takes a minimal

amount of effort and yields valuable information.

For the sake of efficiency, we generally suggest

coding variables that are related to one another in

one pass, but you should explore the best process

for your particular study.

16.5.4 How Should Coding Be
Documented?

Where should coders record their judgments? You

have two primary options. One, you could use any

spreadsheet program. For example, you might

have a column for participant ID number and

individual columns for the different behavioral

codes or coding passes. Spreadsheets are cost-

effective, require minimal training to use, and

have easily manipulable data (e.g., for exporting).

Two, you could use a software program speci-

fically designed for behavioral coding (e.g.,

Datavyu or Noldus Observer). These programs

are generally quite flexible, in terms of the kinds

of codes that can be made and the frequencies at

which they can be done. In addition, all informa-

tion about a particular recording, along with that

recording, is kept in one place, which minimizes

burdens on coders by allowing information that is

documented once (e.g., start and stop times of

different parts of recordings) to be easily accessed

and used many times. Software also often allows

researchers to gain multiple pieces of information
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from one input. For example, when coding the

presence of smiles, a researcher might click one

button to indicate that a smile happened. The

software then automatically records when the

smile occurred, yielding information both about

the frequency of smiles and their time course.

Lastly, software allows one to combine informa-

tion from different coding passes. For example,

perhaps after coding smiling, you code where

participants were looking. You could then easily

combine these coding passes to understand how

often smiles occurred when participants were

looking in certain places – for example, at their

spouse, their child, or the toy. Although specia-

lized software has a learning curve – both in

coding and in exporting the codes – in our experi-

ence, the benefits have been well worth the effort.

16.5.5 Who Should Coders Be?

One key question when manually coding beha-

viors is who should do the coding. Coders should

not have extensive knowledge of the study

hypotheses and research objectives. Thus coders

are often junior members of the research team –

for example, undergraduate research assistants or

paid staff members. Coders should be conscien-

tious, organized, and detail-oriented; they must

also be willing and able to stay focused on what

can be a tedious task, to execute their responsi-

bilities as consistently as possible over the dura-

tion of a coding project, and to follow coding

instructions as closely as possible, without apply-

ing their own interpretations of behavior (e.g., if

the coding instructions specify that sarcasm

should be viewed as an expression of disrespect,

then it needs to be used as an indicator of dis-

respect, even if a particular coder personally dis-

agrees). It is also critical to select coders who are

willing to ask questions and report any issues that

arise. Coding schemes are never perfect at the

outset, and so coders who are willing to provide

feedback or express confusion are important team

members. Coders may also find deviations in

study protocol that may not have been documen-

ted yet and can play a valuable role by making

sure the lead researchers know about them.

Another question that often arises with regard to

coders involves their social identities – for exam-

ple, do their race, gender, age, nationality or social

position matter? Should their identities match

those of research participants? Should they match

those of other coders? Decades of research on

social perception have documented that people’s

own identities and social group memberships are

associated with their perceptions of others’ beha-

viors and emotions (Elfenbein & Luckman, 2016;

Freeman et al., 2020; Hall et al., 2016). We recom-

mend that researchers consult the literature regard-

ing their theoretical question, the behavior of

interest, and the context in which it is being exam-

ined to see which coder characteristics may have

the most influence over the results of their study.

There are some questions and behaviors for which

coder identity is likely to matter much less than for

others (e.g., topographical and micro observations

are probably less affected than dimensional or

macro observations). In practice, researchers

often restrict their coder population to coders

who are quite similar to each other to boost the

reliability between coders. This is a reasonable

choice; however, this may come at a cost to gen-

eralizability so it is worthwhile to consider how

these concerns can best be balanced.

Note that in some cases youmay have systema-

tic bias due to coder identity that you can adjust

for in your models. For example, if you find that

female coders judge female participants more

favorably relative to male participants than male

coders do, you could adjust for coder identity in

your analyses. However, you may also have times

when you cannot adjust for the bias. Using the

example above, if you only have female coders,

then ratings of female participants are likely to be,

on average, more favorable than those of male

participants, but there is no clear way to adjust for

this in your analyses. You could include partici-

pant identity in the analyses, but it will be unclear
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to you whether gender differences exist because

of true differences in participants’ behavior or

because of biases from coders.

16.5.6 How Many Coders Should
There Be?

In practice, the number of coders that researchers

have varies widely so there is really no one stan-

dard. Two key questions to think about are inter-

rater reliability (how strongly do your coders agree

in the judgments they make) and generalizability

(how strongly would your coders’ judgments agree

with those that other people would hypothetically

make). Statistically, more coders working indepen-

dently can produce greater reliability estimates. For

instance, for average-ratings intraclass correlation

coefficients (see section 16.6.1 below), rater-related
variances are scaled (i.e., divided) by the number of

coders. Because these rater-related variances are

part of the total variance and are in the denominator

of the statistic, all else being equal, having a greater

number of coders will produce a larger reliability

estimate overall. That being said, a large coding

team may also be difficult to manage, and you

may find it harder to train and establish shared

understandings within a larger group of people.

Also, in general, more coders improve generaliz-

ability, but you have to weigh this concern against

the practical difficulties of a large coding team. We

tend to worry most about generalizability when we

have codes that involve more subjectivity (which

isn’t always intuitive; on more than one occasion

we thought a behavior, such as smiling, was objec-

tive, and we were surprised to learn how subjective

it is); in these instances, we try to have a larger

number of coders.

16.5.7 How Much Overlap Should
Coders Have with Each Other?

The question of how many coders to have is

closely tied to the question of how much overlap

coders should have with each other. We

recommend thinking about overlap at the level

of coding units or time intervals and not at the

level of participants/dyads/families/groups and so

on. This ensures that reliability estimates are

based on how coders viewed participants in gen-

eral and not on how much they agreed on only

a subset of participants. In addition, this approach

protects reliability estimates: if a few idiosyn-

cratic (i.e., difficult-to-judge) participants end up

in your reliability sample, reliability estimates

can be severely impaired.

You must have some overlap among coders in

order to assess inter-rater reliability; often people

recommend 25 percent (Adolph et al., 2013).

Sometimes coders completely overlap with each

other (i.e., every coder codes everything), and

then researchers average the responses across

coders. Statistically, this approach boosts reliability

estimates, and so this is one reason it is useful,

though, of course, it involves more effort and time

(Hallgren, 2012). You could also have the same set

of coders code the same subset of units/time inter-

vals (e.g., three coders each code the same 25 per-

cent of data –whichmight be the first threeminutes

of every twelve-minute conversation). Then each of

these coders might code a remaining separate

25 percent. One benefit of these two designs is

that you can estimate and adjust for systematic

bias between coders, which can also boost reliabil-

ity estimates (Hallgren, 2012).

You could also have one lead coder who codes

everything, and the remainder of your coders

code different overlapping segments of observa-

tions (e.g., with fifteen-minute conversations,

every person codes a different three-minute seg-

ment). This can be useful if you have one coder

who works in your lab full-time (e.g., a lab man-

ager) and has the time to dedicate to coding

everything. Another approach is to have pairs or

groupings of coders overlap in various ways. For

example, maybe Diya and Kabir overlap with

each other for minutes 1 through 3 of the first
twenty conversations, as do Sage and Matías

for minutes 4 through 6, but then for the next set
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of conversations, Diya and Matías overlap while

Sage and Kabir overlap. There are many ways to

mix and match coding overlap, and there is no one

standard approach. Across all these approaches,

the more your coders overlap and the less you

rely on any one single coder, the better.

16.5.8 What Study Information Should
Coders Have?

Researchers may wonder how much information

coders should have about the study design and

hypotheses. Generally, the less information

coders have about the specific study hypotheses,

the fewer chances there are for their judgments to

inadvertently conform to or refute those hypoth-

eses. There are two kinds of study information

that are particularly worthy of consideration.

16.5.8.1 Experimental Manipulations
When observing behavior, sometimes an experi-

mental manipulation can be heard and/or seen.

The easiest thing to do is to capture the behavior

of the participant, separate from any experimental

manipulation, so that coders never have knowledge

of the manipulation at all. For example, perhaps

researchers structure the study so that the manipu-

lation occurs prior to coders entering the room (in

the case of live observation) or prior to the start of

the videotape or offscreen from the recording.

However, it is simply not possible to prevent

coders from seeing or hearing some study infor-

mation. In these contexts, it may be worthwhile to

consider a different study design. For example,

imagine studying friendship formation. One well-

known paradigm manipulates the degree to which

participants disclose information about themselves

by instructing them to ask and answer questions of

different kinds with each other (Aron et al., 1997).

In this paradigm, it would not be possible for

coders to judge people’s behavior during the con-

versation without hearing the content of their

answers. After coding enough participants, coders

would easily discover that some participants

answered one set of questions and other partici-

pants answered a different set, and this knowledge

might influence their judgments of people’s beha-

vior in the different situations.

In other situations, researchers could restrict

coders’ access to information about an experi-

mental manipulation, but it might make coding

difficult. For instance, imagine you want to

code students’ attention to their teachers when

they are instructed to use a laptop versus pen

and paper for taking notes (Barak et al., 2006).

You film students while they are listening to

a lecture, but because you do not want coders

to know whether students have been instructed

to use a laptop or pen and paper, you can’t

record visuals of their desk or their lower

arms. These restrictions might make coding

concentration difficult because coders have

lost important information for their judgments

of student concentration – what are students

looking at? Are they doodling or scribbling

notes? Are they on social media or taking

notes in a word document? The bottom line is

that if you have to restrict access to certain

information in order to protect coders from

knowing about your experimental manipula-

tion, consider whether your coders still have

enough information to reliably and accurately

judge the behavior you want them to observe.

16.5.8.2 Social Behavior
Social and personality psychologists are often

interested in understanding behavior during inter-

actions with other people. In these situations,

researchers should consider whether they want

coders to see or hear the other interaction partners

(study participants or confederates) when coding.

In addition, should the coders see and judge all

interaction partners simultaneously or individu-

ally? When outcomes are at the level of the dyad

or the group, then coders need access to all inter-

actants’ behavior. For instance, if you were inter-

ested in group co-ordination while people solve

problems together (e.g., “Towhat extent do group
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members pull together each other’s ideas and

suggestions?”), then you would need to simulta-

neously see and hear all group members (e.g.,

Dittmann et al., 2020).

When outcomes are at the level of the indivi-

dual, researchers have to decide whether coders

should have access to information about the other

people in the interaction. This is critical because

coders’ judgments of someone may vary based on

characteristics or behaviors of that person’s inter-

action partners. This is a common issue in research

on close relationships, where two members of

a couple have a conversation together, and their

behaviors are coded at the level of the individual

afterward. In these situations, the potential for

“spillover” – where information about one partner

affects judgments of another – could be high. For

example, would the same behavior by a man be

considered withdrawal behavior (or as extreme

withdrawal behavior) if the coder knew that his

wife did not show a demand behaviorfirst (Heavey
et al., 1995)?As another example, imagine judging

the politeness of a student when talking to some-

one else. While coding, the student says, “Hey,

what’s up?” Politeness judgments might vary

depending on whom the student is speaking to. If

the research question is whether people are more

polite to higher- or similar-status others, the valid-

ity of the results could be affected if coders know

whom the other person is. If the question is

whether people are more or less polite depending

on their self-reported moods, then knowledge

about the other person may be less problematic.

To ensure that behaviors are judged consis-

tently regardless of who or what a person’s inter-

action partners do, one might choose to restrict

coders’ access to one person at a time. However,

it can be hard to judge interactive behavior with-

out knowing everyone’s behaviors.We conducted

a study, for instance, where two students solved

math problems together, and we coded how often

these students answered each other’s questions

(Thorson et al., 2019). We could not determine

whether a person had answered another’s

question without knowing whether the other per-

son had actually asked a question first. Visual
cues can also be difficult to judge with access to

only one partner. For example, studies of beha-

vioral mimicry require that both people can be

seen (in the same frame) in order to judge whether

one person’s behavior follows the other person’s

behavior (Poole & Henderson, 2022). We recom-

mend that researchers consider, at the outset of

a study, whether coding done with access to all

participants is something they are comfortable

with for their research design and the conclusions

they will be able to make. Finally, once a decision

has been made about the level of access that

coders have to other interaction partners, it is

important to keep this decision consistent across

all participants and all coders to avoid unsyste-

matic bias creeping into coders’ judgments.

16.5.9 How Should Coders Be Trained?

The process of training coders is often inextricably

tied to the process of establishing a coding scheme

and a coding manual. After formulating our

research question and observing our participants,

we generally train coders and establish a coding

scheme in a five-step process. These steps should

serve as a rough guideline as there is no one right

way to do this. Throughout this process, we rely on

example observations of participants – for us, these

are generally recordings of participants in the same

or similar context. They could be from a similar,

prior study, or they could be from the same study as

we are coding, but of participantswhose datawill be

excluded from analysis for reasons irrelevant to

coding (e.g., participants we ran while piloting

another part of the study procedures).

1 We develop an initial coding scheme, which

describes all the behaviors we want documen-

ted and how we want them documented. It is

useful here to keep one’s conceptual question

at the forefront of thinking: if coding pro-

ceeded based on these plans, would you be

able to answer your theoretical question?
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2 As lead researchers, we test this coding scheme

ourselves. We ensure that we can observe the

behaviors, and, with dimensional codes in parti-

cular, we make sure that we can achieve varia-

bility across the scale. We also develop a coding

manual that includes any and all information

about how to code. We include answers to likely

questions, and we indicate specifics about how
borderline or questionable cases should be coded.

For example, when coding questions, we might

indicate what coders should do if they hear

a statement spoken like a question (“They live

in New York?”). We strive for the manual to be

useful not only for our current coding team, but

also for other researchers who may want to repli-

cate our process or learn what we did. We often

include examples in the manual, either in text

form or with pictures or video clips.

3 We explain our coding scheme and our coding

manual to our coding team. We demonstrate

how example observations should be coded.

4 Coders observe example participants and make

judgments within small groups (without us).

We discuss disagreements or questions – and

review all ratings – as a full team, and adjust

our coding scheme and/or manual. We repeat

this process as needed until coders feel com-

fortable coding independently.

5 Coders independently code new example par-

ticipants and then meet with each other to dis-

cuss questions and review discrepancies. We

meet regularly with our coding team through-

out this process and update the coding scheme

and manual as needed. If we have enough

example videos, we calculate inter-rater relia-

bility statistics on coders’ ratings and only

proceed once coders have reached an accepta-

ble level (see section 16.6.1 below).

16.5.10 How Should Coding Proceed
Once Coders Are Trained?

Once coders have been trained and a coding

scheme has been formalized, coders can proceed

with coding “official” observations independently.
Throughout this process, our full coding team

meets weekly to minimize “coder drift” –

a phenomenon that occurs when coders’ rating

processes change over time. For example, coders

may differentiate behaviors less (potentially if they

get bored or inattentive), resulting in less variabil-

ity in their ratings over time. Coders can also

“drift” to the edges of rating scales over time,

seeing participants as more and more friendly, for

example, or less and less likeable as time goes on.

We discuss disagreements or questions, and we

update our manual as needed – for example, add-

ing instructions about new idiosyncrasies that

were observed. Although we discuss disagree-

ments in ratings, we do not update these ratings

or “resolve” discrepancies in any way, as this

would mean that the ratings were no longer inde-

pendent of one another. In addition to reviewing all

the raw data, someone from the lead research team

regularly calculates inter-rater reliability to ensure

that the coding teams are still achieving acceptable

reliability. In addition to this general outline, there

are some tips for leading a behavioral coding team

that we’ve learned from other experts and our own

experience along the way.

1 Engage coders intellectually with the research

process. Coding can be tedious work, and

coders may not feel they learn anything new or

beneficial for their educational or career pro-
gress from week to week when completing

a coding project.We actively involve our coders

with the process of creating coding schemes,

and, as much as we can, we explain the reason-

ing behind all steps of the coding process. We

also have our behavioral coders involved with

another non-coding project at the same time,

and we provide other training and intellectual

opportunities as much as possible, being careful

not to reveal information about the hypotheses

for the current coding project.

2 Cultivate an environment where coders feel

comfortable asking questions or voicing

Behavioral Observation and Coding 393

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009170123.017
Downloaded from https://www.cambridge.org/core. Columbia University Libraries, on 06 Jan 2025 at 17:46:19, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009170123.017
https://www.cambridge.org/core


confusion. Coders can be afraid that asking

questions signals incompetence, when quite

the opposite is true. We explicitly tell our

coders that if they are not asking questions,

they probably are not paying close enough

attention. Normalize rigorous, engaged check-

in meetings – these should be active, working

meetings and not situations where people

“touch base” quickly and then leave.

3 Include sections in your coding spreadsheets

for informal comments or questions. It is

always easier to document these as they occur

than to try to remember them later.

4 Randomize the order of observations that

coders see. For example, coders should not

code participants in the order in which they

participated in the study. If coders observe

multiple trials of something, the order in

which they code these trials should also be

randomized. If all coders do not code every-

thing, randomize which participants or seg-

ments are part of the “reliability” or “overlap”

set and randomly spread these out over time.

5 Prevent coders from seeing each other’s coded

data outside team meetings. Sometimes coders’

intentions to code “correctly” are so strong that

they are tempted to look at other coders’ ratings

as they are working. Coders’ ratings are meant

to be independent, so removing any temptations

to see or otherwise use each others’ ratings

helps maintain independence.

6 Strive for continuous coding, without any

weeks-long breaks in the process.

7 Prevent “binge-coding.” We set limits on the

amount of time that coders can continuously

code, based on the study and the coding scheme.

Coders can be tempted to complete all weekly

coding in one long session, but this can easily

compromise the quality of the data. We would

much rather provide “extensions” for complet-

ing coding than have coders binge-code.

8 Provide quiet, uninterrupted spaces for coding.

We block off special sections of our lab space

specifically for video coding. This ensures

participants’ privacy, in line with ethical guide-

lines, and also facilitates coders’ cognitive

focus. Only in special, rare circumstances

(e.g., when our labs and offices were closed

due to the COVID-19 pandemic) do we allow

coders to code remotely (i.e., outside the phy-

sical lab space). Before you do so, consult your

institutional review board. Allowing people to

code recordings at home, for example, could

compromise the anonymity of study partici-

pants, if other people in the coding environ-

ment were to see the recordings.

16.6 Analysis of Behavioral Data

There are three major analytic issues relevant to

behavioral data: inter-rater agreement and relia-

bility, aggregated coded responses, and potential

nonindependence of measurements.

16.6.1 Inter-rater Reliability

When two or more people code behavioral obser-

vations or recordings, researchers must assess the

degree to which those coders agree in their rat-

ings – often referred to as inter-rater reliability or

inter-rater agreement. In general, reliability is the

extent to which a measurement can be reproduced.

Measurements can be unreliable for reasons other

than disagreements between raters but the inter-

rater aspect of reliability typically receives the

most attention within behavioral observation.

Why is inter-rater reliability important? Many

behavioral codes have some degree of subjectivity,

and it is important to ensure that measurements are

not simply based on one coder’s unique, idiosyn-

cratic judgment of behavior. Ideally, a coding pro-

cedure can be used by many different people to

produce similar ratings of the same set of behavioral

observations or recordings. Assessing inter-rater

reliability is one way to establish this. Inter-rater

reliability is also important for statistical power

because unreliable measurements make it harder
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to detect true relationships among variables. In

addition, inter-rater reliability is important for valid-

ity given that unreliable measurements are likely to

be poor representations of the theoretical construct

one is trying to measure.

There are many theoretical approaches and

analytic techniques regarding inter-rater reliabil-

ity and, of course, reliability more broadly (see

Revelle & Garner, Chapter 20 in this volume, and

Shrout & Mogami, Chapter 21 in this volume).

Below, we briefly describe two of the most com-

mon analytic techniques for assessing inter-rater

reliability: Cohen’s kappa and the intraclass cor-

relation coefficient (ICC). We explain these here

to provide a general sense of what they are, with

the expectation that readers will consult more

detailed resources to better understand the var-

iants of these statistics, when they are appropri-

ate, and how to calculate them (e.g., Hallgren,

2012; Heyman et al., 2014).

16.6.1.1 Cohen’s Kappa and Related
Variants
Cohen’s kappa (Cohen, 1960) and similar variants

(see de Mast, 2007; Hallgren, 2012; Xu & Lorber,

2014) are appropriate if the final, analyzed beha-

vioral outcome is measured on a nominal scale

(e.g., did the participant ask a question (yes or

no)?, what kind of affect did the participant display

(positive, negative, neutral)?). They range from –1

(complete disagreement) to 1 (complete agree-

ment), and values between 0 and 0.2 are usually

considered slight agreement, between 0.2 and 0.4

fair, between 0.4 and 0.6 moderate, between 0.6

and 0.8 substantial, and between 0.8 and 1 almost

perfect (Landis & Koch, 1977). Note, though, that

these cutoffs should be considered alongside the

behavior: a value of 0.6 might indicate “substan-

tial” agreement, but readers would certainly ques-

tion coding practices if a value of 0.6 were

obtained for overt behaviors such as whether or

not a person spoke at all. In general, these mea-

sures assess agreement between coders, while

adjusting for agreement expected due to chance.

Several considerations can help determine which

kappa variant to use, including the number of

coders, the type of overlap among coders, the

marginal distributions of ratings, and whether cer-

tain disagreements should be more strongly

weighted than others.

16.6.1.2 Intraclass Correlation
Coefficients
The ICC is another popular inter-rater reliability

statistic and is used for variables measured on

ordinal, interval, or ratio scales (Shrout & Fleiss,

1979). The ICC is rooted in generalizability theory,

which focuses on understanding the sources con-

tributing to variation in measurements: some var-

iation is due to “true” variability between people in

the construct of interest and some is due to mea-

surement error (Cronbach et al., 1972; Shavelson

& Webb, 2006). Applying this approach to inter-

rater reliability, variability in coders’ ratings is

decomposed into variation from participant to par-

ticipant, variation from coder to coder, and varia-

tion due to the interaction of participant and coder.

These variances are then used to compute ICCs,

which represent the proportion of variance in rat-

ings that can be explained by differences between

participants – or, put another way, the proportion

of variance in ratings that is independent of coders.

Note that with clustered or nonindependent data

(e.g., with repeated measures or dyadic data; see

below for a definition), accounting for variation

due to the clustered nature of the data is also

necessary when calculating ICCs (Ten Hove

et al., 2021). An ICC of 1 corresponds to complete

agreement and 0 to only random agreement; ICCs

below 0.4 are considered poor, between 0.4 and

0.6 fair, between 0.6 and 0.75 good, and between

0.75 and 1 excellent (Cicchetti, 1994).

Several considerations should be addressed for

appropriate calculation and interpretation of ICCs

(Hallgren, 2012; McGraw &Wong, 1996; Shrout

& Fleiss, 1979). These are useful to understand

ahead of time because they can shape decisions

about coding procedures.
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1 Are coders considered random or fixed effects?
Generally, random – meaning that coders have

been randomly selected from a larger popula-

tion of interest – is the appropriate answer,

unless you have a rare situation where the

coders in your study are the only people

whose ratings you care about.

2 Did a different or the same set of coders code

each participant? If a different set of coders is

randomly selected for each participant, a one-

way model is necessary. If the same set of

coders rate the same participants (whether all

of your sample or just a subset), a two-way

model, which accounts for systematic devia-

tion due to coder, should be used. Two-way

models generally provide higher ICCs.

3 Is it important for coders to provide the exact

same values or are ratings that are similar in

rank order acceptable? If you want coders to

provide the same values (which is generally the

case), absolute agreement is necessary. If you

just want ratings that are similar in rank order,

consistency is acceptable. Consistency ICCs

are generally higher than absolute-agreement

ICCs, but it is rarely the case that a strong

argument for a consistency ICC can be made.

4 What is the unit of analysis? If each participant

was coded by multiple coders and you intend on

analyzing the average of their ratings, the ICC

should be based on average measures. If some

participants were only coded by one person, the

ICCmust be based on single measures. Average-

measure ICCs are higher than single-measure

ICCs.

16.6.1.3 Additional Tips
Regardless of the statistic you use, there are a few

tips worth keeping in mind. One, before conduct-

ing reliability analyses, remove mistakes. For

example, a coded value of 55 for a variable on

a 1 to 5 scale should be recoded or marked as

missing. Everyone makes coding mistakes, and

you do not want these mistakes to artificially bias
reliability estimates. Two, calculate inter-rater

reliability with the final values that you are

going to use in your analyses (Hallgren, 2012).

For example, perhaps you code whether an event

happened on a nominal scale (yes or no), but then

you analyze a sum of these codes per participant.

In this case, your final analysis measure is on

a ratio scale and so you should choose a statistic

suitable for a ratio scale and not a nominal scale.

Three, report as much information about your

inter-rater reliability analysis as possible, includ-

ing the statistic that was calculated and the variant

of that statistic (e.g., see Hallgren, 2012; ten Hove

et al., 2021), even if only in a supplement.

16.6.2 Aggregation

You often have the option of aggregating coded

responses. You could average responses across

coders and use these averages as your final ana-
lysis values. If all coders coded all participants,

then averaging across coders can allow you to

incorporate the number of coders into your relia-

bility calculation, which can boost reliability esti-

mates. For example, with average-ratings

intraclass correlation coefficients, rater-related

variances are scaled by the number of coders,

ultimately decreasing the total variance, which

is the denominator of the statistic. If all coders

did not code all participants, you can decide

whether to aggregate when you can (i.e., when

you have ratings from multiple coders) or simply

use the responses from one coder only as the final
analysis values and use the additional coders’

responses to calculate reliability only. Averaging

when you can is generally a good idea unless you

have reason to trust one coder more than another

or to prefer final analysis values from one person

who judged all participants, rather than coders

who saw only a portion of participants.

You can also aggregate responses across codes.

For example, imagine you coded every time

a baby fusses, cries, or averts his/her eyes away

from a parent (as was done in the study described

by Feldman et al., 2011 cited above). Rather than

396 katherine r. thorson and tessa west

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009170123.017
Downloaded from https://www.cambridge.org/core. Columbia University Libraries, on 06 Jan 2025 at 17:46:19, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009170123.017
https://www.cambridge.org/core


treating each of these codes as an individual out-

come, you might sum frequencies across these

codes to create a more general measure of infant

negative engagement. This may lead to more reli-

able estimates with more predictive validity, as

well as a more parsimonious analysis. Just as

with self-report items that are averaged to create

scales, if you take this approach, you want to make

sure that the behavioral codes hang well together

by assessing internal consistency – for example, by

using a variance decomposition approach, as men-

tioned above for inter-rater reliability (see Shrout

& Lane, 2012, for a discussion of assessing inter-

nal consistency among multiple self-report items).

Another approach is aggregating responses

across time. Again, this can lead to more reliable

estimates with more predictive validity, as well as

a more parsimonious analysis. This approach can

also be useful if you assess behavior at different

times or with unequally spaced intervals. For

example, if you code every time participants

smile, this will unfold temporally in different

ways for different people. One way of dealing

with this is summing the number of times people

smiled over the entire conversation so that the

outcome aligns across participants. Researchers

may also aggregate over time when unfamiliar

with analyzing repeated measures data. We

encourage you, however, not to shy away from

these models because there are interesting con-

ceptual questions that you can answer when you

analyze behavioral repeated measures. Learning

techniques for analyzing repeated-measures data

or finding a collaborator with relevant expertise

allows you to take advantage of all that your data

provide (e.g., see Gordon & Thorson, Chapter 22

in this volume, on repeated measures).

16.6.3 Nonindependence

Nonindependence exists when outcomes cannot

be considered fully independent of one another

and can occur in behavioral coding projects in

several ways. First, as noted above, you may have

repeated measures over time within a particular

unit – usually, person is considered the unit.

Measures from or about one person are likely to

be more highly correlated than measures that were

collected from separate people. Measurements

that are ordered in time are also likely to have

specific temporal dependencies (e.g., behaviors

assessed during minutes 1 and 2 of

a conversation are likely to be more similar than

behaviors assessed during minutes 1 and 5; Bolger

& Shrout, 2007). Second, your measures may

come from separate people who are part of

a larger unit, like a dyad, family, or team. Again,

measures from people who are linked in someway

are likely to be more highly correlated than those

from people who are not linked. Traditional statis-

tical approaches, like ANOVA and linear regres-

sion, assume independent observations, and so

you often cannot use these approaches when ana-

lyzing coded behavioral data. Two chapters in this

handbook provide in-depth explanations for ana-

lyzing nonindependent data (for repeated mea-

sures, see Gordon & Thorson, Chapter 22 in this

volume; for dyadic and group data, see Kenny,

Ackerman, & Kashy, Chapter 23 in this volume).

16.7 Other Topics and Issues

16.7.1 Automated Coding

Manual observation and coding of behavior is the

traditional, dominant approach for assessing beha-

vior within social and personality psychology.

However, advances in technology and computer

science increasingly allow for automated coding

of behavior – either live or via recordings (Schmid

Mast et al., 2015). Many of these methods train

computer models to recognize behaviors of inter-

est based on a subset of information – for example,

recordings of a sample of participants. These mod-

els then attempt to recognize these behaviors

within new recordings from the same or similar

context (e.g., Bartlett et al., 2005; Carcone et al.,

2019; Chakravarthula et al., 2021). With these

approaches, researchers can examine more beha-

vioral information and with more efficiency than

might be feasible with human coders – for exam-

ple, frommore participants or for longer periods of
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time. For example, one recent automated coding

tool involves computer vision and machine learn-

ing (CVML) to code facial affect intensity (Haines

et al., 2019). To test this tool, trained human coders

first rated the degree of positive and negative emo-

tional intensity in the faces of participants who

viewed emotionally evocative images. Next,

CVML was trained to identify facial actions that

strongly corresponded with human ratings of

affect intensity, using a subset of participants’

data. Researchers then tested the model on

a different subset of participants’ data, showing

that this tool could predict affect intensity (as

rated by humans) with reasonable accuracy.

One drawback of these approaches is that they

generally require substantial expertise in compu-

ter science; thus psychologists hoping to imple-

ment these methods often need additional training

or collaborators to implement them. In addition, it

can be challenging to automatically code macro

behaviors or constructs in ways that are congru-

ent with human perceptions (Black et al., 2013).

For example, people may generally agree about

whether a person shows more friendliness in one

conversation than another, but it may be hard to

train a computer on the specific behavioral cues

that generate human perceptions of friendliness.

Despite these drawbacks, automated coding

holds a great deal of potential for expanding our

knowledge about human behavior and is likely to

increase in prevalence in the coming years.

16.7.2 Text Analysis

Automated coding can also be used on transcrip-

tions of participant speech, and common options

within social and personality psychology include

(1) dictionary- and rule-based approaches and (2)

statistical and machine learning techniques (Boyd

& Schwarz, 2021; Brady et al., 2021; Tausczik &

Pennebaker, 2010). Thus far, within social and

personality psychology, these approaches have

most frequently been applied to data that are ori-

ginally text data (e.g., written communication and

social media data) and not to text transcriptions of

spoken conversations, though this is becoming

more common (see Ireland & Pennebaker,

Chapter 14 in this volume). Outside psychology,

fields such as spoken-language processing in com-

puter science apply automated methods specifi-
cally to spoken language (Haghani et al., 2018).

For researchers interested in automated text pro-

cessing from audio or video recordings of partici-

pants, we recommend consulting Ireland &

Pennebaker, Chapter 14 in this volume.

16.7.3 Preregistration

When done well, behavioral observation and cod-

ing are iterative processes, which makes it difficult
to preregister an entire study method and analytic

approach up front. Therefore, if you want to pre-

register, we recommend outlining the general

stages of your observation and coding processes

and describing how you will make decisions dur-

ing each of these stages, rather than indicating

exactly what all the decisionswill be. For example,

after piloting your recordings and your coding, you

could reasonably preregister some of the follow-

ing: your process for assessing reliability, your

process for resolving discrepancies or discussing

disagreements, and your process for deciding

whether to aggregate codes. Also, keep in mind

that preregistration is not all-or-nothing. If beha-

vioral recordings have already been collected or

even if they have already been coded, you can still

preregister analyses. This can help you gain some

benefits of preregistration without losing the abil-

ity to examine potentially rich and informative

recordings which have already been collected.

16.7.4 Transparency

In our view, behavioral observation and

coding seem to lag behind other methodological

approaches with regard to recent advances in

transparency (at least in social and personality

psychology). Behavioral coding often receives

just a few sentences in methods sections, gener-

ally focusing on the items coded, the number of

coders, and the reliability statistic. Rarely do you

see details about the myriad other decisions that

398 katherine r. thorson and tessa west

https://www.cambridge.org/core/terms. https://doi.org/10.1017/9781009170123.017
Downloaded from https://www.cambridge.org/core. Columbia University Libraries, on 06 Jan 2025 at 17:46:19, subject to the Cambridge Core terms of use, available at

https://www.cambridge.org/core/terms
https://doi.org/10.1017/9781009170123.017
https://www.cambridge.org/core


produce the final analysis data, including how

coders were trained, whether or how coder drift

was handled, and the specific kind of intraclass

correlation or other statistic used to indicate relia-

bility. This is a threat to our fields’ trust in beha-

vioral observation and coding – other researchers

may find it hard to reproduce similar findings based
on so little information, and readers may become

skeptical with so few details. Therefore we encou-

rage transparency as much as possible, even if only

in a supplement or on a publicly accessible website.

16.7.5 Open Data

Generally, when people think of “open” or “pub-

licly available” data, they think of the quantitative

data that are used in published analyses.

However, researchers may also be interested in

accessing video or audio recordings – maybe to

understand how quantitative codes align with

specific recorded behaviors, for instance. To

facilitate this, you could make all recordings

available or you could make a subset of record-

ings available – perhaps examples representing

the endpoints and average of a dimensional code.

Or, perhaps, researchers are interested in coding

your recordings to answer a different question. If

you want to facilitate this, you could consider

posting your recordings on an open repository

specifically for behavioral data, such as

Databrary (Adolph, 2016). Of course, whether

you share your recordings or data with anyone

relies on participant consent, and you must work

with your local institutional review board to fig-
ure out best practices. We recommend asking

participants about all potential uses of their data

(e.g., sharing with collaborators, sharing with

other researchers, posting on certain websites,

sending to transcription services, and so on)

either immediately before or after you obtain

recordings. It is much easier to obtain this infor-

mation close to data collection than it is years

later when you decide you want to share data

with new collaborators, for instance.

16.8 Conclusion

Understanding human behavior has always been

one of the core goals of psychology, but assessing

behavior is not always the easiest or most straight-

forward process. In this chapter, we outlined the

major steps of behavioral observation and coding,

while providing critical tips and tricks along the

way. We hope this introduction will inspire social

and personality psychologists to embark on new

projects regarding human behavior, and we look

forward to new discoveries in the future.
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